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Abstract—This work aims to unravel the problem of task
allocation and planning for multi-agent systems with a particular
interest in promoting adaptability. We proposed a novel end-to-
end task allocation framework employing reinforcement learning
methods to replace the handcrafted heuristics used in previous
works. The proposed framework achieves high adaptability and
also explores more competitive results. Learning experiences
from the feedback help to reach the advantages. The systematic
objectives are adjustable and responsive to the reward design
intuitively. The framework is validated in a set of tests with
various parameter settings, where adaptability and performance
are demonstrated.

Index Terms—task allocation, autonomous system, reinforce-
ment learning

I. INTRODUCTION

Improving the autonomy level of autonomous systems at-
tracts immense interests from both the industry and research
communities. The deployments of multi-agent autonomous
systems can have the benefits of improved efficiency and
increased mission coverage, which is more suitable for ad-
dressing complicated tasks. In general, controlling a multi-
agent system can be divided into two sub-tasks in sequence:
1) task allocation, which is to assign tasks to different agents
and 2) task planning, which is to plan specific task execution
sequence for each agent. Such a research problem has been
properly discussed in several previous works [1]–[6], where
different unsupervised learning algorithms combined with var-
ious hand-crafted heuristics were used. However, in most of
these studies, task allocation and task planning are carried out
in a decoupled way, i.e. no feedback from task planning is
provided to guide the task allocation process.

Therefore, in this work, we focus on investigating the task
allocation problem by developing a novel coupled framework,
where information from task planning stage can be fed back
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to task allocation in real-time. Specifically, by leveraging the
structure of Reinforcement Learning (RL), where the task
allocation process is regarded as a RL agent and the task
planning process as a RL environment, the proposed frame-
work is successfully equipped with an end-to-end structure
with a concise feedback coming from the RL environment to
the agent to guide the allocation procedure.

II. METHOD

A. Problem Formulation

The overall objective is to plan K independent agent in a
collaborative way to visit a set of given waypoints, with each
robot starting and ending at the same place, forming closed-
loop paths. The paths are formalised as a series of simple cycle
graphs, {Ck}, where k = 1, ...,K is the number of vehicles
deployed in the task. For each simple cycle graph Ck, the graph
Ck =

(
Vk, Ek

)
, where Vk = {vi}k, i = 1, .., Nk denotes the

set of waypoints to be assigned to a particular robot vehicle,
and Ek = {lij}k denotes a set of lengths of the linked paths
between vi and vj . The linked paths topologically forms the
edges of the simple cycle graph. Along the cycle graph the
elements of V will subsequently have ordered labels from 1
to Nk, where Nk =| Vk | is the number of elements in Vk.

In this paper, we use a single-valued metric, i.e. the total
travel distance, as the optimisation objective to focus more
on the framework design and keep the conciseness. However,
further optimisation objectives can be configured according
to deployment practices, such as mission completion rate,
mission priority and etc. The metric in this work is defined
as the summation of the distances of all compartments within
Ek.

B. The Reinforcement Learning Agent

In essence, each set of waypoints of the task allocation prob-
lem is generally unique. Therefore, the proposed reinforcement
learning framework, shown in Fig. 1, should be trained in an
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Fig. 1. Diagram of the proposed reinforcement learning framework.

one-shot manner with unlabelled datasets, which means the
episode length of the state-action pairs is T = 1. Each task
sample consists of N waypoints having a feature dimension
of F , which represents the dimension of the workspace. The
task samples are fed to the deep neural network (DNN) model
parameterised with θ. The DNN then returns the stochastic
policy for action sampling, πθ (·|s), where s denotes the
observed task sample. The allocation action is sampled from
the stochastic categorical distribution as (1).

a ∼ πθ (·|s) (1)

Then the task planning module determines a detailed plan
based on the allocation action. The detailed plan guides the
agents to visit the assigned task waypoints in a specific order.
The outcomes are formed into closed-loop paths for the agents.
The reward of the reinforcement learning framework is set
to be the negative value of the total distance of the planned
paths, which is fed back to the agent for model optimisation
following policy gradient paradigm shown in (2), whereM is
a batch of training data, and R(s,a) is the reward.

ĝ =
1

|M|
∑

s∈M
∇θ log πθ(a | s)R(s,a) (2)

III. EXPERIMENTS AND RESULTS

This section presents a set of experiments to demonstrate
the performance of the proposed framework with randomly
generated task sets. The task set represents a set of task
samples s, each of which contains N waypoints.

The work space is normalised as a 1 × 1 square, which
consists of 50, 100, 150 generated waypoints. The number
of agents deployed for the simulated mission are set to be
3 and 4. The reinforcement learning framework features the
adaptability to the number of tasks waypoints N , which can
be regarded as a hyper-parameter. Due to the adaptability of
the designed framework, training only need to consider two
datasets: (1) 100-waypoint task assigned to 3 robots, (2) 100-
waypoint task assigned to 4 robots, with inference to be carried
out for other cases with different waypoints. Both training sets

N = 100, K = 4N = 150, K = 3N = 50, K = 3

Fig. 2. Three task sets and their corresponding inference results. The left
two task sets are inferred by a model with N = 100 and K = 3 as training
parameters, and the right one is inferred by a model with N = 100 and
K = 4.

contain 1,000,000 task samples and are loaded with the batch
size of 32. Both RL loss and reward valus converged.

For the inference cases with 3 robots to allocate, two
different scenarios with N = 50 and N = 150 are tested.
For the case with 4 robots, the test scenario remains identical
to the training set, i.e. N = 100. Based upon allocation results,
the task planning can output paths representing sequences to
visit each waypoint as shown in Fig. 2.

IV. CONCLUSION

We proposed an end-to-end reinforcement learning frame-
work for multi-agent autonomous systems. The novel structure
coupled the task allocation and task planning stages within the
framework using a feedback mechanism. This feedback can
agilely adapt to the optimisation goals in different scenarios.
We also presented several simulation results revealing the
adaptability of the proposed framework.
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